A Novel Depth Motion Vector Coding Exploiting Spatial and Inter-component Clustering Tendency
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Abstract—Motion vectors of depth-maps in multiview and free-viewpoint videos exhibit strong spatial as well as inter-component clustering tendency. This paper presents a novel coding technique that first compresses the multidimensional bitmaps of macroblock mode and then encodes only the non-zero components of motion vectors. The bitmaps are partitioned into disjoint cuboids using binary tree based decomposition so that the 0’s and 1’s are either highly polarized or further sub-partitioning is unlikely to achieve any compression. Each cuboid is entropy-coded as a unit using binary arithmetic coding. As encoding of non-zero component values no longer requires denoting the zero value, further compression efficiency is achieved. Experimental results on standard multiview test video sequences have comprehensively demonstrated the superiority of the proposed technique, achieving overall coding gain against the state-of-the-art in the range [22%, 54%] and on average 38%.

I. INTRODUCTION

Depth information is becoming increasingly important for video coding applications, such as, auto-stereoscopic display, where only few views are captured and virtual views are synthesized from them using a depth image based rendering (DIBR) technique. Spatial and temporal characteristics of depth-maps, representing the distance information of 3D points in the scene from the camera plane, are significantly different from the texture images. Depth-maps are characterized by strong spatial correlation where discontinuities mostly occur at object boundaries. While the state-of-the-art depth coding technique introduces specialized intra-coding mode to exploit the high spatial correlation in depth maps, it relies on traditional block based motion compensated predictive coding to exploit the temporal correlations [1].

In this paper, we propose a motion vector coding scheme that efficiently exploits both spatial and inter-component correlations of the motion vectors. More specifically, the proposed scheme focuses on exploiting the followings. Firstly, due to high temporal correlation, motion vectors are mostly zeros for depth-maps. Secondly, the non-zero motion vectors do not arise in isolation, instead they exhibit strong clustering tendency. Finally, there exists a strong correlation between the components of the motion vectors, i.e., given that one of the components of a motion vector is non-zero, with high probability, the other component will be non-zero.

The current video coding standards, such as H.264 [2], HEVC [3], and 3D-HEVC [1], encode the components of a motion vector separately and thus unable to exploit the high correlation between the components of the vectors. They encode the components of the motion vectors using differential pulse-code modulation (DPCM) to exploit correlations among the motion vectors of the neighbouring macroblocks. However, the components of the motion vectors are encoded on a symbol-by-symbol basis, which requires allocating at least one bit per component. In contrast, the scheme proposed in this paper, encodes the motion vector information at frame level to efficiently exploit the spatial and inter-component correlations. It arranges the motion vectors of all the macroblocks of a frame into a 3D volume by considering that the horizontal (x-axis) and vertical (y-axis) displacement components belong to adjacent planes (p-axis). Information about the positions of macroblocks of identical coding mode are then extracted into different bitmaps. These bitmaps are successively encoded followed by the encoding of the non-zero motion components only.

The proposed scheme adaptively partitions the bitmaps into cuboids of various dimensions. The partitioning induced by a binary tree aims at isolating large homogenous cuboids that can be encoded as a whole using optimal bits. At each stage of coding, information from the previous stages are taken into account. Our experimental results demonstrate that this multi-stage coding technique is more efficient than symbol-by-symbol coding of the motion vectors.

The organization of the rest of the paper is as follows. In Section II, the state-of-the-art depth motion vector coding technique is reviewed and a simpler depth macroblock classification is introduced without any loss of generality. The proposed cuboid depth motion vector coding technique is presented in Section III. Experimental results demonstrating the efficacy of the proposed scheme are presented in Section IV. Finally, we conclude the paper in Section V.
II. State-of-the-art in Depth Motion Vector Coding

3D-HEVC standard incorporates block-based depth-map coding using a mix of intra-frame and inter-frame modes, similar to the prevailing predictive coding technique used for texture frames. Traditional motion-compensated inter-frame mode encodes a macroblock using a motion vector to identify the best-predicted block in an already-encoded reference frame and the entropy-coded quantized block-residual. Motion compensated depth macroblocks, however, are also able to reuse the motion vectors of the corresponding texture macroblocks to achieve further coding efficiency. There are several well-known methods [4], [5], [6] that take advantage of shared motion between texture and depth data for coding efficiency. Due to change of lighting condition, illumination compensation are not similar for texture and depth. Recently, we have reported that motion vectors in texture and depth domains are not sufficiently correlated across domain. Consequently, at constant bitrate coding, reuse of texture motion vectors introduces significant distortions in the decoded depth-maps, leading to perceptually inferior view synthesis in free-viewpoint videos [7]. Therefore, we consider a simpler classification of depth macroblocks with only four modes, representing as many as 44 sub-modes used in the HEVC standard. The classification hierarchy with corresponding Huffman-coded mode code words are shown in Figure 1.

Fig. 1. Typical coding modes of depth macroblocks

Macroblocks are encoded in the raster-scan order, addressed from the leftmost macroblock of the top row to the right-most macroblock of the bottom row in sequence. Intra macroblocks are encoded raw or using residual coding with spatial prediction. As Skip macroblocks have no motion vector or residual to encode, these are encoded using run-length coding without any explicit code word for these blocks. After encoding a non-Skip macroblock, the macroblock address increment to the next non-Skip macroblock in the current row or the end of the row (denoting the run-length of the Skip macroblocks) is encoded using Huffman codes for runs of length 1-33 and an Escape code [8]. Any run longer than 33 is encoded by using the Escape code for each sub-run of 33.

For both Inter-Zero and Inter-MC macroblocks, quantized transform coefficients of the residual are encoded using an entropy coder such as context-adaptive variable-length coding (CAVLC) or context-adaptive binary arithmetic coding (CABAC). Motion vectors of Inter-MC macroblocks are encoded independently at component-level using predictive coding to exploit spatial correlation of neighbouring motion vectors. The median of motion vectors used in the “already-encoded” adjacent macroblocks is considered as the prediction. The difference value of each of two components is then encoded using signed Exp-Golomb codes of order 0 [9].

III. Cuboid Depth Motion Vector Coding Technique

Motion vectors in depth domain exhibit stronger spatial and inter-component clustering tendency (see Figure 2). Hence jointly exploiting the spatial and inter-component correlations is crucial to achieve high compression efficiency for depth motion vectors. The run-length based entropy coders such as LZW [10] have been reported inefficient for encoding multidimensional data as their coding performance is very sensitive to the scanning order, which is difficult to optimize in higher dimensions. We are, therefore, motivated to develop a novel cuboid coding framework that compresses first the 3D bitmap of the zero and non-zero components jointly and then the values of the non-zero components individually in a predefined scanning order. The clustering correlations are efficiently exploited during bitmap compression without any explicit run-length. As encoding of non-zero component values no longer requires denoting the zero value, further compression efficiency is achieved. The proposed coder/decoder (codec) is now elaborated in the following subsections:

A. The Encoder

Not all macroblocks of a P (predicted) or B (bi-predicted) frame are inter-coded when the rate-distortion optimization prefers other available coding modes. A frame of motion vectors is then split into two planes representing the $x$- and $y$-components. The encoder compresses both the planes together in the following two stages.

Stage 1: Joint-coding of 3D Zero/Non-zero Bitmap Let $W$ and $H$ be the width and height of the frame in macroblocks. Let $B_{Z/NZ}$ be the 3D bitmap of size $2 \times W \times H$ where existence of non-zero components of the motion vectors is denoted by 1’s in their corresponding positions. The spatial and inter-component correlations in $B_{Z/NZ}$ are jointly exploited by partitioning the bitmap using a binary tree such that the portion of the bitmap covered by a leaf cuboid is either highly correlated or not correlated at all.

The tree is constructed by a simple divide-and-conquer algorithm with “greedy” optimization heuristic. Let the current cuboid encompass $N$ elements of $B_{Z/NZ}$ of that $z$ are 0’s. The “divide” step first checks whether it contains only one kind of elements, i.e., $z = 0$ or $z = N$. In that case, the cuboid is classified as a Type I (all 0’s) or Type II (all 1’s) leaf node that requires no further information to encode. Otherwise, the cuboid is split recursively into two sub-cuboids along $p$ (plane), $x$-, or $y$-axis such that 0-1 elements are “maximally polarized” by the split. This heuristic is expected to divide $B_{Z/NZ}$ into sub-cuboids that are either highly polarized (i.e., almost all 0’s or almost all 1’s with near minimum entropy) or further sub-partitioning is unlikely to achieve any compression (i.e., almost random with near maximum entropy).
A cuboid of size $P \times X \times Y$ can be split in $P - 1$, $X - 1$, and $Y - 1$ ways along $p-$, $x-$, and $y-$axis, respectively. Let split $s$ form two sub-cuboids with $N_{s,1}$ and $N_{s,2}$ elements $N_{s,1} + N_{s,2} = N$ of that $z_{s,1}$ and $z_{s,2}$ are 0's, respectively $z_{s,1} + z_{s,2} = z$. Polarization of 0-1 elements by this split can be measured as

$$
\rho_s = \frac{z_{s,1}}{N_{s,1}} - \frac{z_{s,2}}{N_{s,2}} = \frac{N_{s,1} - z_{s,1}}{N_{s,1}} - \frac{N_{s,2} - z_{s,2}}{N_{s,2}}
$$

Polarization of 0's Polarization of 1's

and we are interested to find the maximally-polarized split

$$s^* = \arg \max_{s} \rho_s$$

The “conquer” step of the algorithm ensures that sub-partitioning of the leaf nodes are infeasible to achieve any further compression by discarding the splitting decision made in the “divide” step, if the zero-order entropy of the subtrees is greater than the zero-order entropy of the current cuboid. In that case, the cuboid is classified as a Type III leaf node, which is compressed by denoting the number of 0’s or 1’s in $[\log_2 N]$ bits and then the binary arithmetic coded bit-stream of the cuboid with $p_0 = z/N$ in $\lceil N(-p_0 \log_2 p_0 - (1-p_0) \log_2(1-p_0)) \rceil + 1$ bits.

A split (non-leaf) node is classified into Type P, Type X, and Type Y depending on whether the optimal split is found along $p-$, $x-$, or $y-$axis, respectively. The split position is encoded using fixed-length codes. If the optimal split is found at position $l \in \{1 \ldots L\}$, where $L$ is the range of the cuboid in the optimal dimension, $l$ is encoded in $[\log_2 L]$ bits.

<table>
<thead>
<tr>
<th>Type</th>
<th>Code word</th>
<th>Type</th>
<th>Code word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf</td>
<td>I</td>
<td>II</td>
<td>0001</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>III</td>
<td>0001</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>Split</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>P</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0000</td>
</tr>
</tbody>
</table>

The type of each node of the tree is identified using Huffman codes shown in Table I that were generated by analysing the probability of each type in a large set of test depth-map sequences. The entire tree is encoded in the pre-order depth-first traversal sequence where the root of the tree is encoded first, then recursively the left subtree, and finally, recursively the right subtree.

Figure 2 presents the partitioning of $B_{Z/NZ}$ corresponding to Frame 2 (using Frame 1 as reference) of View 2 of the Newspaper free-viewpoint test sequence by the proposed divide-and-conquer algorithm. The clearly demarked 39 2D and 61 3D partitions in the joint 3D-view, every one of them encompassing both the planes, demonstrate not only the high spatial and inter-component correlations of depth motion vectors; but also the efficiency of the proposed algorithm in achieving partitioning of $2 \times 128 \times 96 = 24576$ elements with only 100 cuboids.

**Stage 2: Independent Coding of Non-zero Components**

Once the bitmap is encoded, individual non-zero motion components are encoded in a predefined order of the bitmap traversal. This stage is similar to the state-of-the-art as presented in Section II; but significantly more efficient (using on average half a bit less per motion component) as it does not require encoding the component of Inter-MC blocks having zero difference from the median predictor. Absence of zero values is exploited to achieve this additional compression efficiency by allowing all positive or negative differences, whichever is majority in a given plane, using the codes of its preceding difference value and then encoding an extra bit per plane to identify the sign of majority. For example, if the difference of non-zero components of a plane, from their predictions, are mostly positive (negative), the +ve (-ve) sign is denoted with 0 (1) and each positive (negative) value $d$ is encoded with codes to $d - 1$ ($d + 1$).

The 3D bitmap $B_{Z/NZ}$ inherently encodes the positions of the Inter-MC macroblocks. Similar bitmaps ($B_{IS/N}$ and $B_{I1/NI}$) can also be used to efficiently encode the positions of other types of macroblocks (Skip and Intra), obviating the necessity of encoding mode code words for individual macroblocks.

As the tree is encoded in the pre-order depth-first traversal sequence, the reconstruction of the 3D bitmap $B_{Z/NZ}$ from the encoded tree is straightforward. Then all the non-zero motion components are decoded in the same traversal order of the bitmap used at the encoder. Complexity of our divide-and-conquer partitioning is directly proportional to the number of leaf nodes, which can be constrained by setting a lower limit on the cuboid volume and/or considering a sub-partitioning space.

**IV. Experimental Results**

We evaluated the performance of the proposed cuboid coding scheme against the state-of-the-art motion vector coding scheme in Section II on the motion vectors of depth-maps of the main view of eight standard multiview test video sequences Balloons (I), Newspaper (II), Lovebird1 (III), Kendo (IV), GT_Fly (V), Undo_Dancer (VI), Poznanhall (VII), and Pozanstreet (VIII). Frame resolution of the first and last four sequences is $1024 \times 768$ and $1920 \times 1088$ pixels, respectively.
The first 49 depth-maps of each sequence were used with GOP (group of pictures) 8, Intra-period 24, and macroblocks of $8 \times 8$ pixels without any sub-blocking. Motion compensation was carried out on the decoded reference frames using the diamond motion search with search-length 30 and Lagrange multiplier based rate-distortion cost optimization. For simplicity, the macroblocks with residual above a threshold were considered intra-coded without using an explicit intra coder. Threshold values were adjusted for each test sequence to achieve typical fraction of the Intra macroblocks between 5-15%. Macroblocks with (0,0) motion vectors were classified with Skip or Inter-Zero modes depending on whether the residual was zero or not. The remaining macroblocks were deemed Inter-MC. Residual coding performance is not considered here as it is done using state-of-the-art technique and proposed technique only performs in motion vector and prediction mode coding.

Compression performances of both the existing and proposed depth motion vector and prediction mode coding schemes, are reported in Table II. The proposed scheme has reduced the expected number of bits for macroblock mode information by in the range $[0.31,1.48]$ and on average $0.96$ bits per macroblock due to higher dimensional coding of three mode bits. By taking advantage of encoding only the non-zero components, it has also reduced the expected number of bits for motion vectors by in the range $[0.49,1.02]$ and on average $0.85$ bits per vector. Coding gain in this two areas, against the state-of-the-art, are in the range of [16%,75%] and [19%,39%], respectively. Proposed coding technique performs better in high-resolution video due to maximal exploitation of clustering tendency.

Finally, to gain some insight on the underlying strength of the proposed technique in achieving such significant coding gains, we present the dimensional attributes of the leaf nodes generated by the proposed binary tree based decomposition in Table III. For all three bitmaps $B_{S,NZ}$, $B_{S,N}$, and $B_{I,N}$, the proportion of multi-dimensional, 2D and 3D (if possible), leaf nodes is at least 60%. Leaf nodes collectively cover the whole bitmap without any overlap and each one is encoded as a unit to efficiently exploit the spatial and inter-component (if possible) correlations of 0’s and 1’s without relying on any scanning order as needed by run-length coding.
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